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Introduction

In an effort to avoid the subjective and occasionally capricious nature of human decision

making, predictive models have proliferated as they were hailed as ideal decision makers: both

rational and objective. These models were, and continue to be, integrated into a variety of

decision points across different high-impact industries including policing, healthcare, and finance

(Al-Fuqaha et al., 2021; Astya et al., 2021; Rezende, 2020).

However, predictive models are not the ideal decision makers that they may have

appeared to be initially, instead exhibiting their own biases in the decision making process. This

was most prominently demonstrated in 2016 when Julia Angwin and Jeff Larson published an

audit of the COMPAS recidivism algorithm, which spurred on further investigations into the

distribution of errors in the outputs of predictive models and how they may be subject to their

own biases (Angwin et al., 2016).

Due to these findings, among many others published in the following years (Bolukbasi et

al., 2016; Buolamwini & Gebru, 2018), it is imperative that predictive models are rigorously

audited for bias. Early methodologies for bias investigation would frequently involve pre-defining

a set of groups for some protected attribute (like race or gender) and requiring parity of some

fairness statistic across all of these groups. While this may appear to enforce fairness for all

groups within the protected class, this methodology does not protect the subgroups of these

groups. For example, if fairness is enforced by parity for all genders and for all age ranges,

parity may not hold when looking at a group of young women and a group of young men

(Angwin & Grassegger, 2017). Given this, it is not enough to simply enforce fairness at the

group level. Fairness must also be maintained for the exponentially large set of subgroups

within a population.



Related Work

In 2016, Neill and Zhang proposed Bias Scan, a fast subset scanning methodology to

search an exponentially large set of subgroups and determine which of these subgroups have

the most miscalibrated predictions. One of the strengths of Bias Scan is that it audits for

outcome probabilities being either over- or under-estimated for some subgroup, which sets it

apart from similar methods. However, it is limited by two key aspects: first, by relying only on

calibration as the fairness statistic, and secondly by identifying the most miscalibrated subgroup

of all the subgroups. This means that if a set of predictions exhibits a racial bias against Black

females as compared to non-Black females, Bias scan would not identify this bias unless the

subgroup of Black females was the most miscalibrated subgroup of the population (Neill &

Zhang, 2016).

In 2018, two additional methodologies for enforcing this kind of subgroup fairness were

published: GerryFair and Multiaccuracy Boost. GerryFair trains a set of linear regressions to

estimate the extent to which the predictions for a subgroup have deviated from the baseline

error rate. Unlike Bias Scan, GerryFair does not audit for calibration specifically, but instead

examines equal opportunity1 and statistical parity2. Multiaccuracy Boost is similar, but primarily

focuses on correcting the bias for all subgroups. In other words, it does not guarantee the

identification of the most biased subgroup, but instead makes iterative corrections to the

predicted log odds of some subgroup (Kearns, et al., 2018; Kim, et al., 2023).

Methodology

The research for my thesis will focus on extending the Bias Scan methodology --

scanning all of the possible subgroups and identifying the subgroup with the most miscalibrated

2 Kearns et al. use the standard definition of statistical parity as equality of test positive rates.

1 Kearns, et al. use the definition of equal opportunity established by Hardt, et. al to be the equality of
false negative rates (Hardt, 2016).



predictions as compared to the observed outcomes -- to include scans for both separation and

sufficiency in addition to the original scan for calibration3.

Sufficiency ensures that the outcome given the model’s prediction is consistent across

all subgroups. Mathematically, this means that the ground truth is independent of group

membership given the score that the model predicts. Separation, on the other hand, is

concerned with maintaining consistent log loss in predictions and consistent error rates in

recommendations across subgroups. This means that the prediction is independent of group

membership given the ground truth.

Incorporating these additional definitions into the Bias Scan methodology will involve

allowing the scoring function to accept different definitions of fairness when performing the scan

for deviations among subgroups. I will refer to the methodology outlined by Menghani, et. al for

false positive rate scan for subgroups with a higher rate of false positive errors as an element of

the generalized separation scan towards which my work will build (Menghani, et al., 2023).

I will also add an option to condition subgroup separation and sufficiency on a specific

protected class. This will compare the performance of the model for each subgroup of the

protected class to the same subgroup outside of the protected class. This methodology is

already outlined in Auditing Predictive Models for Intersectional Biases and will be incorporated

as a specific functionality of this more generalized framework (Boxer, et al., 2023).

The primary data sets used in this research will be the COMPAS dataset or the German

Credit Dataset, both of which have become benchmarks in the field, and both of which have

categorical features with binary outcomes, making them suitable for the scope of this particular

problem. While they are the standard datasets used in this type of work, they are not without

fault. Therefore, while I expect to benchmark on one or both of these datasets, an element of

my research will also involve finding and processing an additional dataset to use in this work.

3 Note that while calibration and sufficiency are similar, a predictive model may demonstrate sufficiency
while being equally miscalibrated for all groups. Therefore, it is necessary to view each as separate and
necessary fairness criteria.



Evaluation of my methodology will occur in two parts. First, I will inject bias into a dataset

by shifting the base rate of a randomly selected subgroup of the population represented by the

dataset. Then, I will perform the new bias scanning methodology and evaluate the extent to

which the injected bias is detected. I will perform this analysis for each measure of bias that I

expect the new methodology to identify. Secondly, after verifying that synthetic bias can be

detected by the methodology, I will perform discovery work on an unaltered dataset to identify

any previously undetected biases. I will benchmark my findings against two similar methods that

also focus on subgroup fairness: GerryFair and MultiAccuracy Boost (Kearns, et al., 2018; Kim,

et al., 2023).

Limitations

A key limitation of this work, and the work of applying the notion of “fairness” to machine

learning systems in general, is how fairness itself is defined. By the nature of auditing a model

given specific definitions of fairness, we become limited to understanding fairness only as far as

these definitions. The goal of this work of generalizing the original Bias Scan methodology is to

make it less limited in detecting violations of fairness, but this set of definitions remains finite

and may not generalize as new definitions of fairness are discovered or introduced.

Further, by nature of writing an auditing methodology for a predictive model, the

implication is that the solution to bias in this area is to satisfy separation and sufficiency across

all subgroups. This work does not account for instances where a predictive model should not be

used in the first place or where a new dataset is needed to achieve results more reflective of

reality.



Conclusion

Society is not likely to slow in its application of machine learning and ML-backed artificial

intelligence systems to various problem spaces. In fact, the trend seems to be toward

outsourcing ever more high impact decisions to machine learning. As we willfully progress (or

are involuntarily yanked) down this path, it becomes imperative to recognize the importance of

the deliberate pursuit of fairness and equity in machine learning along the entirety of the

machine learning pipeline, which encompasses everything from initial data collection and the

training of the model to predictions and the impact of those predictions.
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